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ABSTRACT

Technological development and the growth of the internet today have a positive and revolutionary impact in various areas

of human life, such as banking, health, science, and more. The presence of open data and open APIs also facilitates the exchange

of data and information between entities without the restrictions imposed by different regions and geographical areas. However,

information openness not only has a positive impact but also makes data vulnerable to data theft, viruses, and various other

types of cyberattacks. The large-scale data exchange that occurs across the network poses a challenge in detecting unusual

anomalous activity and new cyber attack methods. Therefore, the existence of an Intrusion Detection System (IDS) is urgently

essential. The IDS helps system administrators detect cyber attacks and network anomalies, thus minimizing the risk of data

leaks and intrusions. Scientists came up with a new way to use time-based sequentially clustered data sets in the Long Short-

Term Memory (LSTM) and Gated Recurrent Unit (GRU) models to make the new method. This IDS model was implemented

using the CIC-IDS 2018 data set, which has more than 4 million data lines. We use the LSTM and GRU models’ abilities and

unique qualities to sort and figure out different attacks in IDS. This is done by putting sequential data sets in order by time and

grouping them by destination ports and protocols, like TCP and UDP. The model was evaluated using the accuracy, precision,

recall, and F-1 scores matrix, and the results showed that the time-based sequential clustered models in LSTM and GRU have

an accuracy of up to 97.21%. This implies that the future IDS models can effectively utilize this new approach.

Keywords: CIC-IDS 2018, cyber security, data clustering, Gated Recurrent Unit (GRU), Intrusion Detection System (IDS),

Long Short-Term Memory (LSTM), sequential model

1. Introduction

The internet is one of the most significant discoveries and breakthroughs in the last three decades. Today, the

internet is used in various lines of human life, ranging from information technology, education, health, agriculture,

and so on. The presence of the internet has changed the paradigm and civilization of humans massively. The data

and information revolution that occurred in the 21st century cannot be separated from the presence of the internet

[1]. Even the presence of the internet and the availability of adequate bandwidth are directly proportional to the

increase in per capita income of a country [2].

As the internet grows and more technologies like smart systems and the Internet of Things (IoT) are used to

control different devices, the risk of cyberattacks and intrusions also rises [3]. Quoting Derek Manky, Fortinet’s

global security analyst, “Every minute, we are seeing about half a million attack attempts that are happening in

cyberspace” [4]. Therefore, the presence of security devices such as the Internet Detection System (IDS) is very

crucial as an early detector of attacks or anomalies in the network. IDS is a device in the form of hardware or

software that has the ability to check data and information traffic on a network, analyze each packet that passes

through the network infrastructure, and detect intrusions or anomalies that occur in the network or system [5].

IDS is one of the most basic network security system devices and must be owned by every system because its

presence is very crucial and helps administrators to take preventive steps in network security [6]. IDS plays a very
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important role in a network system, regardless of the sector, agency, or organization in which the network is located

[7][8]. Not only in on-premises network architecture, IDS is also crucial in cloud computing architecture. Cloud

computing is increasingly popular today with the presence of major players such as Amazon Web Services (AWS),

Google Cloud Platform (GCP), Microsoft Azure, Alibaba Cloud, and IBM Cloud. However, data and information

security issues are also challenges in cloud computing [9]. IDS plays a very important role, so it needs to be able

to do a few specific things, like adapting to intrusions and meeting strict requirements. The analysis of more data

traffic necessitates the construction of a stronger IDS architecture [10]. Various studies have been conducted to build

a better IDS. An intrusion detection system (IDS) inspired and based on the human immune system was created

to find attacks on computer networks. An IDS was used in networks by combining misuse detection with genetic

network programming (GNP) [11] [12]. A study of the literature also looked at how well SNORT, ALAD, PHAD,

LERAD, and NETAD could find attacks [13]. A suggested IDS model using N-Gram and Cosine Similarity was

also brought up to make research on the IDS [14] better.

One of the latest algorithms that is quite popular among many researchers related to IDS is Long Short-Term

Memory (LSTM) [15] and Gated Recurrent Unit (GRU) [16]. GRU is a development of the LSTM architecture

where GRU has a simpler number of gates than LSTM [17]. Unlike the previous Feedforward Neural Network

(FNN) and Recurrent Neural Network (RNN) architectures that do not have feedback capabilities and experience

the main problem of vanishing gradients, both LSTM and GRU have the ability to remember previous data output

results as input for the next data. This is possible with the feedback gate, and both algorithms are able to overcome

the vanishing gradient problem that occurs in FNN and RNN [18]. This also makes it possible to produce better

predictions for sequential data sets that are related between nodes, for example, rainfall data sets, weather forecasts,

stock price fluctuations, and so on. The GRU architecture, with its two gates, update and reset, is simpler than the

LSTM architecture, which has three gates: input, forget, and output. Due to these characteristics, the The GRU

model training process is relatively faster, and the parameters required in modeling are also fewer [19]. Various

studies also have been conducted on both LSTM and GRU in various research fields, such as improved lip reading

using GRU [20], which also uses GRU to detect the lip movement. On the other hand, LSTM is also being used

to predict wind speed forecasting [19]. Several studies have been conducted to show the capability of both LSTM

and GRU.

In the realm of IDS research, a popular dataset used by many researchers in modeling is KDDCup-99 [21].

KDDCup-99 is a popular dataset in the IDS model creation process. This dataset has 4,898,431 labeled data and

is a development of the DARPA98 dataset [22]. In addition to the KDDCup-99 dataset, a popular dataset used by

many researchers is CIC-IDS 2018. The Canadian Institute of Cybersecurity built and published this dataset in

2018, updating the previous version from 2017. This dataset has a total of 10 files with the extension .csv, with a

total of more than 10,000,000 rows of data and consists of 80 attribute columns [23]. Several studies have used this

dataset, one of which is the study conducted by Liu et al., where they comprehensively compared several angles

between the CIC-IDS 2017 and CIC-IDS 2018 datasets [24].

From several studies that have been conducted previously, the majority of studies use the original CIC-IDS

2018 data set without going through any processing or stages such as sorting or grouping (clustering) of the data

set. The LSTM and GRU methods used in this study work better with sequential or time-series data sets [19]. Using

sequential data sets based on time can help LSTM and GRU make better models.

As a result, this study looks into IDS modeling using the LSTM and GRU method approaches. It does this by

using the CIC-IDS 2018 data set, which has been sorted by time attributes and grouped or clustered by destination

ports and protocols. The three attributes used, namely time, destination port, and protocol, are some of the attributes

owned by the CIC-IDS 2018 dataset.

Putting in place sorting and clustering of datasets based on time, destination port, and protocol attributes should

make the IDS model built more accurate and faster, allowing it to be used as a real IDS model in the future.
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Fig. 1: Research stages.

2. Research Methodology

The CIC-IDS 2018 dataset is used in this study, which is sorted by time attributes and clustered by destination

port and protocol attributes. The LSTM and GRU methods are used for IDS modeling. The stages carried out in this

study include data preparation, exploratory data analysis (EDA), data preprocessing, data sorting, data clustering,

separation of training and testing data sets, and modeling using LSTM and GRU. The stages of sorting and clustering

data based on time attributes, destination ports, and protocols are crucial points raised in this study.

The last stage carried out is to evaluate the model built using the accuracy matrix (accuracy, precision, recall,

and F1 score) and performance based on time. All stages carried out in this study are written using the Python

programming language. Fig. 1 shows the stages carried out in this study.

2.1. Problem Identification

The experimental stages carried out in this study were to analyze and evaluate the role of data sorting and

clustering on the results of IDS modeling using the LSTM and GRU methods.

2.2. Literature Review

Literature review of previous studies related to IDS, LSTM, GRU, and CIC-IDS 2018. Additionally, it pertains

to the data sorting and clustering stages implemented in this study. The purpose of this literature review stage is

to find and identify topics that are similar or related to the research being conducted, so that it can sharpen this

research and enrich the treasury of previous research on IDS.

2.3. Data Analysis and Processing

A. Data Preparation

This stage is the stage of preparing data, namely the CIC-IDS 2018 dataset. This dataset is very large, consisting

of 10 files with the extension CSV, consisting of 80 attribute columns and having more than 10,000,000 rows of

data. [23].

B. Exploratory Data Analysis (EDA)

This stage is the initial stage that aims to analyze the CIC-IDS 2018 dataset and identify dataset patterns. In

addition, it can also show the distribution of data. In the CIC-IDS 2018 dataset, Fig. 2 and Fig. 3 show examples of

how labels and protocols are spread out.
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Fig. 2: Distribution of label attribute on CIC-IDS 2018 dataset.

Fig. 3: Distribution of protocol attribute on CIC-IDS 2018 dataset.

C. Data Preprocessing

The data preprocessing stage is a very important stage in every study that uses machine learning modeling.

This stage includes the imputation stage, namely to clean up missing value data, outliers, noise, NaN (not a number),

or infinite numbers. The existence of missing or inappropriate data will affect the quality and performance of the

resulting model. On top of the imputation steps mentioned above, this study also changes categorical attribute values

to numerical ones so that these attributes can be used in LSTM or GRU modeling. This value conversion can also

facilitate analysis and improve the quality and accuracy of the model being built.

D. Data Sorting

In this study, the data sorting stage is a crucial point because this stage will produce a sequential data set based

on the time attribute (timestamp). In the CIC-IDS 2018 data set, the timestamp attribute represents the time when

the attack was recorded by the system. However, in this data set, the time attribute is random, so it requires a data

sorting process to produce sequential and sequential data [23].

This process is carried out because the LSTM and GRU methods used in this study have advantages over

sequential or time-series data sets [19][25].
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Fig. 4: CIC-IDS-2018 data clustering based on destination port and protocol attribute.

Fig. 5: LSTM gate diagram.

E. Data Clustering

This study is mostly about how to use the CIC-IDS 2018 data set’s sorting and clustering stages based on time

attributes, destination ports, and protocols. The clustering stage carried out is done by splitting the CIC IDS 2018

data set based on the destination port and protocol attributes.

This stage will later produce several data sets that are grouped based on the destination port and protocol

attributes. In this study, the data sets used in the modeling are the three data sets that have the highest amount of

data, as shown in Fig. 4. This data set will then be entered into the LSTM and GRU modeling that is built.

F. Long Short-Term Memory (LSTM)

In addition to the data analysis and processing processes that have been discussed in the previous sub-chapter,

Long Short-Term Memory (LSTM) is the main highlight in this study. LSTM is an algorithm created by Hochreiter

& Schmidhuber in 1997 [11]. This algorithm is a family of RNNs that were later developed and popularized by

many researchers in the world. Like RNN, LSTM consists of modules with repeated processing paths [19].

LSTM is present as a solution to the vanishing gradient problem that occurs in RNN modeling [18]. LSTM is

also able to show good accuracy results and is widely used in prediction models, including speech modeling and

natural language [26][27]. Fig. 5 shows a schematic diagram of the LSTM architecture.

Basically, LSTM consists of three gates, namely forget, input, and output gates. The three determine which

information should be forwarded as output [15]. The combination of these gates allows LSTM to store information

from previous data to produce output values in the next data series. The advantage of this LSTM model is that it

can be trained to store information for a fairly long period without consuming resources or time.
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Fig. 6: GRU gate diagram.

Table 1:  Parameter Setting on LSTM and GRU Modeling.

Item Value

Metode LSTM, GRU

Activation Function Sigmoid, ReLU, Tanh, Linear, Softmax

Loss Function Binary crossentropy, Binary focal crossentropy, Hinge

Optimizer Adam

Lookback (Timesteps) 10

Epoch 10

Training: Testing 70%:30%

G. Gated Recurrent Unit (GRU)

In addition to LSTM, Gated Recurrent Unit (GRU) is also a method used and is a highlight in this study. GRU

is a new algorithm that was born in 2014 [16]. This algorithm is a family of RNNs and a development of LSTM with

a simpler architecture [19]. GRU is able to show good results on small data sets and is widely used in prediction

models, speech modeling, and natural language, in line with LSTM [26][27]. Fig. 6 shows a schematic diagram of

the GRU architecture.

Basically, GRU consists of two gates, namely update and reset gates. Both determine which information should

be forwarded as output. The combination of these gates also allows GRU, as in LSTM, to store information from

previous data to produce output values in the next data series. The advantage of this GRU model is that it can be

trained to store information for a fairly long period without consuming resources or time [16].

H. Model Parameter Setting

This study requires several parameters, particularly for the LSTM and GRU modeling stage. Table 1 shows

several parameters set in this study.

I. Model Evaluation

At this stage, an evaluation of the modeling results will be carried out. In research using machine learning, there

are several evaluation methods, including evaluation matrices and confusion matrices. The confusion matrix is able

to measure how well the model is built and also predict the wrong value of a model [28]. In the confusion matrix,

there are 4 labels, namely True Positive (𝑇𝑃), False Positive (𝐹𝑃), True Negative (𝑇𝑁), and False Negative (𝐹𝑁).

A confusion matrix helps understand the performance and accuracy of a model and also helps determine the

right evaluation metrics for a model; some evaluation metrics include 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦, 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, 𝑟𝑒𝑐𝑎𝑙𝑙, and 𝐹1-𝑠𝑐𝑜𝑟𝑒.

The model’s predictions are judged by how accurate they are by comparing the total 𝑇𝑃 and 𝑇𝑁 values to all the

data that is available [29].

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁+ 𝐹𝑃 + 𝐹𝑁
(1)
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Precision is the comparison between the TP value and all optimistic prediction results [30].

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(2)

Recall is the comparison between the TP value and all actual positive values [30].

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(3)

𝐹1-𝑠𝑐𝑜𝑟𝑒 is an evaluation metric that describes the balance between 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 and 𝑟𝑒𝑐𝑎𝑙𝑙. This metric is able to

see the negative potential generated by the 𝐹𝑃 and 𝐹𝑁 values [31]. Some of the metrics mentioned are benchmarks

for how well the modeling is built.

𝐹1-𝑠𝑐𝑜𝑟𝑒 =
2 × (𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙)

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
(4)

3. Results and Discussion

3.1. Dataset

The steps used in this study to sort and group the CIC-IDS 2018 dataset will result in several separate datasets

that are sorted by time attributes and grouped by destination port and protocol attributes. Fig. 4 shows a dataset that

has been clustered based on destination port and protocol attributes. Taking the top 3 datasets with the most data is

the next step.

The datasets that have the most data, as shown in Fig. 4, are as follows:

• Port 53/protocol 17 dataset (UDP/DNS).

• Port 80/protocol 6 dataset (TCP/HTTP).

• Port 443/protocol 6 dataset (TCP/HTTPS).-

We will then use the three datasets to construct IDS modeling using the LSTM and GRU methods.

3.2. LSTM

Following the steps of sorting and clustering the data set based on time, destination port, and protocol, the next

step is to use the sorted and clustered data set to build an LSTM model, as explained in subsection 3.1. Modeling

using the LSTM method on these 3 data sets uses several parameters as shown in Table 1. The results of modeling

using the LSTM method produced can be seen and shown in Table 2.

3.3. GRU

After performing the modeling stages using the LSTM method, the next step is modeling using the GRU

method, using the same data set as that used in the previous LSTM modeling. The parameters used in this GRU

modeling also refer to Table 1. Table 3 displays the results of modeling using the GRU method.

3.4. Evaluation Matrix Results for Modeling

The model evaluation used a confusion matrix, evaluation metrics (accuracy, precision, recall, and F1 score),

and performance based on time in milliseconds (ms). We will average the percentage of evaluation metrics with the

mean weight. The average weight in a confusion matrix is a method for calculating the average performance of a

classification model based on the number of samples in each class or label. This takes into account and shows the

important role of each class by considering the number of examples included in that class. The confusion matrix

also represents the results of the evaluation of the classification model created using test data and is used to provide

a clearer picture of the accuracy of the model in predicting or classifying a data set.

From the stages of research and experiments that have been carried out, Table 4 shows the results of the

evaluation of the IDS model built using the LSTM method, while Table 5 shows the results of the evaluation of

the model built using the GRU method. From the experimental results shown in Tables 4 and 5, it shows that IDS

7



Ravi V. Rishika et al. – Network Intrusion Detection System with Time-Based Sequential Cluster Models Using LSTM and GRU

Table 2:  Average Result Of LSTM Modeling Using 3 Different Sequenced and Clustered Datasets.

No Activation Function Loss Function Training Accuracy Validation Accuracy Waktu (ms)

1 Sigmoid Binary Crossentropy 97.08 97.14 2.65

2 Sigmoid Binary Focal Crossentropy 97.07 97.15 2.76

3 Sigmoid Hinge 97.06 97.13 2.57

4 ReLU Binary Crossentropy 88.40 88.46 2.57

5 ReLU Binary Focal Crossentropy 88.41 88.48 2.76

6 ReLU Hinge 88.40 88.45 2.56

7 Tanh Binary Crossentropy 97.21 97.27 3.19

8 Tanh Binary Focal Crossentropy 97.20 97.27 2.27

9 Tanh Hinge 97.21 97.28 3.11

10 Linear Binary Crossentropy 96.18 96.24 2.61

11 Linear Binary Focal Crossentropy 96.17 96.24 2.69

12 Linear Hinge 96.17 96.25 2.53

13 Softmax Binary Crossentropy 11.32 11.34 2.76

14 Softmax Binary Focal Crossentropy 11.32 11.35 2.84

15 Softmax Hinge 11.31 11.34 2.69

Table 3:  Average Result Of GRU Modeling Using 3 Different Sequenced and Clustered Datasets.

No Activation Function Loss Function Training Accuracy Validation Accuracy Waktu (ms)

1 Sigmoid Binary Crossentropy 97.18 97.22 2.65

2 Sigmoid Binary Focal Crossentropy 97.18 97.22 2.69

3 Sigmoid Hinge 97.19 97.23 2.57

4 ReLU Binary Crossentropy 86.91 86.98 2.65

5 ReLU Binary Focal Crossentropy 86.92 86.98 2.69

6 ReLU Hinge 86.92 86.98 2.61

7 Tanh Binary Crossentropy 97.22 97.28 3.15

8 Tanh Binary Focal Crossentropy 97.21 97.28 3.27

9 Tanh Hinge 97.22 97.29 3.15

10 Linear Binary Crossentropy 97.10 97.17 2.65

11 Linear Binary Focal Crossentropy 97.10 97.17 2.72

12 Linear Hinge 97.11 97.17 2.65

13 Softmax Binary Crossentropy 11.32 11.35 2.69

14 Softmax Binary Focal Crossentropy 11.32 11.35 2.72

15 Softmax Hinge 11.32 11.35 2.61

modeling using the LSTM and GRU methods that utilize 3 subsets of CIC-IDS 2018 data that have been sorted by

time attributes and clustered using destination port and protocol attributes shows good results in terms of accuracy

metrics. The metric values in the table indicate that the modeling built and also the data sorting and clustering

process played a role in producing good values. In addition, the IDS model built can also be applied to detect and

classify attacks or intrusions that occur in a network system.

4. Discussion

In this study, the ratio of training and testing data sets used is 70:30, with 70% allocated for training data and

30% for testing data. We used this ratio for all LSTM and GRU modeling in 90 experiments that combined two
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Table 4:  Evaluation Result for LSTM Modeling.

Activation Function Loss Function Accuracy Precision Recall F1 Score

Sigmoid Binary Crossentropy 97.14 97.21 97.14 96.17

Sigmoid Binary Focal Crossentropy 97.15 97.22 97.15 96.17

Sigmoid Hinge 97.13 97.21 97.13 96.18

ReLU Binary Crossentropy 88.46 89.20 88.46 85.75

ReLU Binary Focal Crossentropy 88.48 89.21 88.48 85.77

ReLU Hinge 88.45 89.20 88.45 85.75

Tanh Binary Crossentropy 97.27 97.28 97.27 96.46

Tanh Binary Focal Crossentropy 97.27 97.28 97.27 96.46

Tanh Hinge 97.28 97.28 97.28 96.48

Linear Binary Crossentropy 96.24 96.27 96.24 94.11

Linear Binary Focal Crossentropy 96.24 96.27 96.24 94.11

Linear Hinge 96.25 96.27 96.25 94.11

Softmax Binary Crossentropy 11.34 12.20 11.34 9.53

Softmax Binary Focal Crossentropy 11.35 12.20 11.35 9.53

Softmax Hinge 11.34 12.20 11.34 9.53

Table 5:  Evaluation Result for GRU Modeling.

Activation Function Loss Function Accuracy Precision Recall F1 Score

Sigmoid Binary Crossentropy 97.22 97.35 97.22 96.36

Sigmoid Binary Focal Crossentropy 97.22 97.35 97.22 96.36

Sigmoid Hinge 97.23 97.36 97.23 96.37

ReLU Binary Crossentropy 86.98 89.23 86.98 82.64

ReLU Binary Focal Crossentropy 86.98 89.24 86.98 82.64

ReLU Hinge 86.98 89.23 86.98 82.64

Tanh Binary Crossentropy 97.28 97.72 97.28 96.46

Tanh Binary Focal Crossentropy 97.28 97.73 97.28 96.46

Tanh Hinge 97.29 97.73 97.29 96.48

Linear Binary Crossentropy 97.17 96.35 97.17 95.01

Linear Binary Focal Crossentropy 97.17 96.35 97.17 95.01

Linear Hinge 97.17 96.35 97.17 95.01

Softmax Binary Crossentropy 11.35 12.20 11.35 9.53

Softmax Binary Focal Crossentropy 11.35 12.20 11.35 9.53

Softmax Hinge 11.35 12.20 11.35 9.53

algorithm types, three groups of data, five activation functions (sigmoid, ReLU, tanh, linear, and softmax), and

three loss functions (binary cross-entropy, binary focal cross-entropy, and hinge).

This study uses LSTM, GRU, and the CIC-IDS 2018 data sets in a new way to model IDS. The methods and

stages used are innovative. Many earlier studies, on the other hand, only used the CIC-IDS 2018 data set for the EDA

process. To deal with NaNs, infinite numbers, missing values, and outliers, they used features or preprocessing.

However, those prior studies did not execute clustering based on destination ports and protocols or sequential sorting

based on time. For LSTM and GRU to be able to remember information from earlier data sets, they need to be fed

sequential or time-series data sets. In this study, the sorting and clustering processes are very important because

they are expected to make the final IDS model more accurate.
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Of the 5 activation functions used, 3 activation functions, namely sigmoid, tanh, and linear, showed accuracy

values above 96%. 1 activation function, namely ReLU, showed an accuracy value above 88%. While softmax only

achieved the lowest accuracy value at 11%. The poor results produced by softmax make it possible to carry out a

hyperparameter tuning process that is more appropriate for the characteristics of softmax in further research.

Of the 3 loss functions used, hinge tends to produce the best accuracy value and shorter computing time when

compared to binary cross-entropy and binary focal cross-entropy, regardless of the activation function combined.

By combining activation functions and loss functions, this study shows that the combination of tanh-hinge and

sigmoid-hinge has a better accuracy value than other combinations.

The tanh-hinge combination has an accuracy value of 97.21% in LSTM and GRU modeling, while the sigmoid-

hinge combination has an accuracy value of 97.13% in LSTM modeling and 97.19% in GRU modeling. However,

sigmoid-hinge outperforms tanh-hinge for the computation time factor, which reaches 2.57 ms in LSTM and GRU

modeling.

5. Conclusion

Using the CIC-IDS 2018 dataset, which was grouped by destination ports and protocols and sorted by time in

the LSTM and GRU methods, a new approach to IDS modeling was put through a number of steps and research

methods. The results show that the new modeling is very accurate and works well.

The results of this study demonstrate that LSTM and GRU modeling using the CIC-IDS 2018 dataset, which

has been clustered based on destination port and protocol and sequentially sorted by time, achieves an accuracy rate

of 97.21% with a relatively short processing time of approximately 2-3 ms for each data entry into the model. So,

we can say that this modeling is a good candidate for use and implementation as an IDS model in the future to find

and classify cyberattacks in a network system.

The modeling stages carried out in this study are sorting the data set by time, clustering the data set by

destination port and protocol, breaking the data set into small pieces of 10 rows of data using the Python library,

and then processing the data set into LSTM and GRU modeling. Some suggestions for future research can refer to

the sequence of stages and parameter values used in this study.

The research conducted is also still limited to using only 4 of the total 10 files contained in the CIC-IDS 2018

data set, where the 4 files have approximately 4 million rows of data. Although this study uses a sufficient number

of rows of data, it can be expanded by using all of the CIC-IDS 2018 data set. The CIC-IDS 2018 data set used has

a very large size and amount of data so that the research and IDS modeling process using this data set requires quite

large computer resources. The limitations of the computer resources used in this study mean that only a maximum

of 4 files can be used as a data set.

This research still has several shortcomings, and continuous research can be carried out as a form of improve

ment or development in the future. In this study, clustering of the data set is still limited to using only two attributes

from the CIC-IDS 2018 data set: the destination port and protocol. This data set has 80 attributes in total. So that

in the future further research can still be carried out related to clustering using other attributes.

The IDS modeling process in this study is also still limited to using 4 of the total 10 files in the CIC-IDS 2018

data set, so that further research can be carried out on IDS modeling using all files contained in the data set, although

this requires quite large computer resources. The use of a training and testing data set ratio of 70:30 and several

parameter values used in this study are also still random, where they can be developed and changed to other more

optimal parameter values by utilizing several optimization techniques in further research.

In addition, the IDS modeling process using the CIC-IDS 2018 data set requires quite massive computer

resources due to the very large size of the data set, so the research development niche related to computer resources

for subsequent IDS modeling is still very open.
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