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ABSTRACT 

Indonesia is a country that hasn’t studied much about artificial intelligence. This has resulted in a small number of 

publications related to that field including areas within such as machine learning. For that reason, it caused difficulties in 

finding relevant journal articles. The purpose of this study is to know the performance of the Content Based Filtering method 

in providing machine learning journal article recommendations. The research procedure used is CRISP-DM with algorithms 

used are TF-IDF and Cosine Similarity. The dataset used consists of 100 machine learning journal articles. Based on the 

research that has been done, it’s concluded that the performance of the Content Based Filtering method in providing machine 

learning journal article recommendations as measured using the precision evaluation matrix showed a score of 76%, which 

means the result is quite good. However, the model couldn’t be used properly for some data due to the small number of datasets 

which affects the limited recommendations.  
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ABSTRAK 

Indonesia merupakan negara yang belum banyak mempelajari tentang kecerdasan buatan. Hal ini menyebabkan sedikitnya 

jumlah publikasi terkait dengan bidang tersebut termasuk bidang-bidang di dalamnya seperti machine learning. Oleh karena 

itu, hal ini menyebabkan kesulitan dalam menemukan artikel jurnal yang relevan. Tujuan dari penelitian ini adalah untuk 

mengetahui performa metode Content Based Filtering dalam memberikan rekomendasi artikel jurnal machine learning. 

Prosedur penelitian yang digunakan adalah CRISP-DM dengan algoritma yang digunakan adalah TF-IDF dan Cosine 

Similarity. Dataset yang digunakan terdiri dari 100 artikel jurnal machine learning. Berdasarkan penelitian yang telah 

dilakukan, dapat disimpulkan bahwa performa metode Content Based Filtering dalam memberikan rekomendasi artikel jurnal 

machine learning yang diukur menggunakan matriks evaluasi presisi menunjukkan nilai sebesar 76% yang berarti hasilnya 

cukup baik. Namun, model tersebut tidak dapat digunakan dengan baik untuk beberapa data karena jumlah dataset yang 

sedikit sehingga mempengaruhi rekomendasi yang terbatas. 

  

Kata Kunci: Content Based Filtering, CRISP-DM, artikel jurnal machine learning, presisi, sistem rekomendasi 

 

I. INTRODUCTION 

rtificial intelligence (AI) is one of the work fields that is needed in the industry. AI itself is the development 

and integration of the fields of electronics, computer science, and mathematics that are capable of doing 

work like humans [1]. This field continues to grow from time to time. Quoted from the Journal Risk and 

Financial Management, stated that the rapid development of AI has started to occur from 2012 until now 

[2]. Then from the data in the 2020 World Economic Forum (WEF) Future of Jobs Survey, it said that jobs related 

to AI are in second place based on the ranking of jobs needed in the industry [3]. Therefore, many countries are 

trying to study the AI field so that it can follow AI development by having sufficient human resources. 

In Indonesia, AI field hasn't learned that much. It could be seen from the few study programs which focus on 

AI, especially in the undergraduate program study. Until now there are only two undergraduate study programs 
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that focus on it. First is Teknik Robotika dan Kecerdasan Buatan study program at Universitas Airlangga (UNAIR) 

which was founded in 2019 [4]. Then there’s Mekatronika dan Kecerdasan Buatan (MKB) study program at 

Universitas Pendidikan Indonesia (UPI) which was founded in 2021 [5]. This made MKB as the second 

undergraduate AI study program in Indonesia. The small number of AI study programs in Indonesia has had an 

impact on the number of publications including in the area within it, such as machine learning. Machine learning 

is one of the areas in the AI field that is related to solving problems by computers through the experience during 

training [6]. Publications in this area are more difficult to find than the field of AI itself because the area is more 

specific. For the publications, people can access it through journals which contain articles in it. In SINTA website, 

until now there’s only one journal that focuses on machine learning articles, that’s MALCOM: Indonesian Journal 

of Machine Learning and Computer Science [7]. As it’s only one, it means that it will be harder for readers to find 

machine learning articles even when there are other journals which also include machine learning in the scope. 

Therefore, there’s a need for a system which can be used to provide appropriate machine learning journal articles 

such as a recommendation system. 

The definition of a recommendation system is a system that can study the experiences and opinions of the user's 

preference so that it can provide recommendations for the options that may be most relevant to the user's choices 

[8]. This system has been widely used in various fields such as e-commerce, health, social relations, industry, e-

learning, music, the internet of things (IoT), food and nutrition information systems, and marketing [8]. In the area 

of machine learning, recommendation systems are grouped into semi-supervised learning. Semi-supervised 

learning is a machine learning method that combines supervised and unsupervised learning [9]. The four most 

popular methods for building recommendation systems are Collaborative Filtering (CF), Content Based Filtering 

(CBF), Demographic Filtering, and Hybrid Recommender Systems [10]. CF gives recommendations based on the 

history of previous ratings [11]. CBF gives recommendations based on user preference with the given category 

[12]. Demographic Filtering gives recommendations based on the setting like user profiles as it’s specifically used 

for new users who have no history [13]. Then Hybrid Recommender System is used when we combine more than 

one recommendation method. As the problem above is related to user preferences, the appropriate method is 

Content Based Filtering. Based on the discussion, this research aims to know the performance of Content Based 

Filtering methods in providing machine learning journal article recommendations.  

II. RELATED RESEARCH 

In recent years, there have been several researches that also discussed recommendation systems using CBF 

method. This method is commonly used for user preferences by taking input from users and providing 

recommendations based on relevance [14]. This method also doesn't need a history rating so it just focused on the 

current input [15]. Consequently, it's widely used for recommendations in specific categories or lists of objects. 

However, there’s no studies which discuss the recommendation system for machine learning journal articles. 

Despite the limited research with the same focus, the components used in general, such as algorithms and evaluation 

matrices, remain the same. The following are three research studies considered most relevant as they utilized the 

CBF method. These studies are presented in Table I. 

TABLE I 

RELEVANT RESEARCHES 

Information Research 1 [16] Research 2 [17] Research 3 [18] 

Recommendation object Scientific articles Book Book 

Algorithm K-Means Clustering and 

Cosine Similarity 

Weighted Tree and 

Cosine Similarity 

TF-IDF and 

Cosine Similarity 

Evaluation Matrix Precision and recall Precision Precision 

Result 1. K-Means Clustering 

a. Precision: 68% 

b. Recall: 64% 

2. Cosine Similarity 

a. Precision: 44% 

b. Recall: 64% 

Precision: 88% Precision: 85% 

 

Table I showed three most relevant researches from different sources. The first research recommendation object 
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is scientific articles with features used are title, keyword, and journal scope. Then the second research 

recommendation object is books with features used are title, synopsis, and author. Last, the third research 

recommendation object is books  with features used are book site, title, author, genre, description and book cover. 

In those three references, the recommended objects are not too different. The main problem encountered in the is 

the difficulty in finding relevant reading sources. Therefore, those researches utilized a recommendation system as 

a given solution using Content Based Filtering method. In those researches, they have similarities like the algorithm 

used is Cosine Similarity and precision as the evaluation matrix. The results of each research showed different 

scores. In the first research, the algorithms used separately, it compared both results using K-Means Clustering and 

Cosine Similarity, the result showed that K-Means Clustering has better performance. In the second and third 

research studies, researchers combined two algorithms into one process to generate recommendations. The result 

showed that it has good performance with precision scores of 88% and 85%.  Based on these findings, it could be 

concluded that combining algorithms within the recommendation process enhances overall performance, making 

them suitable for integration with the CBF method. To get good results, one or more algorithms may be combined. 

Besides combining algorithms, the CBF method itself can also be integrated with other methods, such as 

Collaborative Filtering (CF). One of the papers that experimented with a proposed recommendation system using 

CBF and CF had better results than pure CF and CBF [19]. This discovery supports the idea that using a mix of 

different recommendation methods in research leads to better performance. Additionally, recommendation systems 

can also be implemented using deep learning. However, it's important to note that deep learning requires a 

substantial amount of data, among other considerations [20]. 

In this research, the recommendation system opted for Content Based Filtering (CBF) due to the constraints of 

a small dataset. Then algorithms used are TF-IDF and Cosine Similarity with precision as the evaluation matrix. 

The reason for that is because Cosine Similarity is widely used for recommendation systems as it is used to count 

the relevance. Then for the TF-IDF which stands for Term Frequency Inverse Document Frequency is needed to 

calculate how important and how often a word appears [18]. It then will be used in the next algorithm using Cosine 

Similarity.  

III. METHODOLOGY 

A. Research Procedure 

The research procedure used is the cross industry standard for data mining (CRISP-DM). CRISP-DM is a goal-

oriented method through the use of data mining to explore information in data [21]. This method is known as de-

facto or standard for data mining projects as this method is well structured [22]. The stages in this method are 

business understanding, data understanding, data preparation, modeling, evaluation, and deployment [23]. The 

schematic of the stages in the CRISP-DM method shown in Figure 1. 
 

 
Fig. 1. CRISP-DM research procedure [23] 
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1) Business Understanding 

1) This stage discusses what is needed by the business to solve the problem [23]. The main stages are to know 

the current situation and research the problem. After that, at this stage has to decide what the main goal needs to be 

achieved. 

2) Data Understanding 

2) This stage discusses the dataset used [23]. The research procedures at this stage are collecting data, 

describing data, verifying data quality, and exploring data. At this stage, coding has begun to process data up to 

exploratory data analysis (EDA). EDA is an approach to analyzing and making conclusions from data through the 

visualization of statistical charts to make it easier to understand data [24].  

3) Data preparation 

3) This stage discusses how the data is processed so that it can be used for modeling [23]. The research 

procedure at this stage focuses on data preparation through feature engineering. Feature engineering is an approach 

to prepare data by creating and processing features and data so that they are easier to use [25]. In this research, 

feature engineering is carried out by creating new features, removing unused features, sorting features, and filtering 

features for modeling. 

4) Modelling 

4) This stage discusses the selection of techniques used to build the model [23]. The specified technique can 

be in the form of approaches such as methods and algorithms. The model created later can then be used to provide 

recommendations.   

5) Evaluation 

5) This stage discusses measuring the accuracy of the model that has been made [23]. The results of these 

measurements are then evaluated further to find out whether the model created can answer the problems faced or 

not. In addition, at this stage conclusions are also drawn on the results obtained based on a review of the previous 

stages [26].  

6) Deployment 

6) Deployment is the final stage in the CRISP-DM method. This stage discusses the dissemination of the 

results that have been carried out in the previous stage which can be in the form of a final report or a software 

product [26].  

B. Approach 

In this study, the recommendation system was built using the Content Based Filtering (CBF) method. CBF is a 

recommendation system method based on items according to user individual preferences [27]. This method doesn't 

involve other users in determining recommendations because the choice is based on the user himself [28]. It will 

count the similarity of each category and represent it like distance on a vector [14]. Then this method will filter and 

choose items based on the relevance of the given keyword [14]. In this research, users will be asked to give input 

in the form of machine learning approaches. The system will then respond by generating recommendations in the 

form of relevant journal article titles that align with the specified machine learning approach given. The integration 

of this method with the CRISP-DM model process ensures a systematic and data-driven methodology, optimizing 

the generation of recommendations. 

 

The algorithms used in this research are TF-IDF and Cosine Similarity.  

1) TF-IDF 

7) TF-IDF (Term Frequency Inverse Document Frequency) consists of two components: TF and IDF. TF 

represents the number of times words appear in a document, while IDF indicates the number of documents 

containing a specific word [29]. TF-IDF works by assigning weight to each word as a keyword. This algorithm 

helps calculate the significance and frequency of a word in a document. It assigns low weight to frequently 

occurring words and higher weight to those that appear rarely. 

2) Cosine Similarity 

8) This algorithm calculates the similarity of two documents so that it can help in providing relevant 

recommendations [30]. The result given will be a list of options that the user may like. By utilizing this algorithm, 

the algorithm assesses the angle between vector representations of documents, offering a measure of their 

similarity. In practical terms, a higher cosine similarity score indicates greater similarity between documents. 

 

C. Dataset 

In collecting journal article data for the dataset, the technique used is literature study. It includes searching, 
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studying, reading literature in the form of journal articles and books, and other sources relevant to the research to 

be carried out [31]. Journal article data is taken from Google Scholar which discusses machine learning and can be 

accessed freely. The period is the last ten years or from 2013 to 2023. The number of journal articles in the dataset 

is 100.  

D. Tools 

The tool used to process the data is Google Colab. Google Colab is a cloud Jupyter notebook which is used to 

program machine learning by writing source code [32]. This tool supports Python language. Python is a 

programming language that is easy to learn, interpret, and read [33]. This language will be used as the main 

language in data mining to produce a recommendation system model. In this process, several Python libraries are 

needed that can support it so that data can be processed properly. These libraries are Pandas, Numpy, Scikit-learn, 

and Matplotlib. 

E. Evaluation 

In conducting the evaluation, the evaluation metric used is precision. Precision is the number of relevant 

recommendation items [34]. The formula for knowing precision shown in (1). 
 

   𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =  
𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆

𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆 + 𝑭𝒂𝒍𝒔𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆
 𝒙 𝟏𝟎𝟎%  (1) 

 

The values needed to determine precision are true positive (TP) and false positive (FP). TP is positive data that 

is predicted to be true. FP is negative data but predicted as positive data. The calculations here will be done by 

counting each TP and FP and then assigning it to the formula (1). As there’s no class target for each data, then the 

data isn’t separated into training data and testing data. However, the evaluation can be done by checking the 

recommendation whether it is relevant to the dataset or not.  

IV. RESULT AND DISCUSSION 

A. Business Understanding  

The main problem in this research is related to the difficulty in finding AI journals. In Indonesia, this field hasn’t 

been studied much. It could be seen from the small number of AI study programs in Indonesia, especially in the 

undergraduate study program. Based on data obtained from PDDikti, it is stated that currently there are only 5 AI 

study programs in Indonesia 2 of them are undergraduate and the rest are graduate level. Then, based on the results 

of a survey conducted on 20 respondents who had studied AI, the following results were obtained: 

1) Difficulties in finding AI journal articles 

9) Based on Figure 2, it could be seen that 90% of respondents have experienced difficulties in finding 

Indonesian AI journal articles. One of the reasons for this difficulty is the small number of AI journal articles 

published in Indonesia. This makes users have to look for other references such as looking for journal articles from 

abroad. When the respondents have experienced difficulties in finding Indonesian AI journal articles, then for sure 

it will be harder to find relevant journal articles in their sub area such as machine learning. 

 

Fig. 2. Difficulties in searching for AI journal articles 
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2) Respondent opinion 

 

Fig. 3. Respondents opinion 

10) Based on Figure 3, it could be concluded that respondents agree that the machine learning journal article 

recommendation system can help respondents find the journal articles they are looking for. The recommendation 

system here is grouped based on some features which will help to search for journal articles more specifically. For 

this reason, a machine learning recommendation system will be built to help users to find relevant journal articles.  

B. Data Understanding 

The total data in the dataset is 100 data which 50 journal articles using Indonesian and the remaining 50 using 

English. The machine learning issues raised are regression, prediction, classification, clustering, and 

recommendation systems. Then the sectors raised are economics, health, education, information technology, and 

socio-culture with each sector consisting of 20 journal articles. The features used are language, sector, title, author, 

year, method, algorithm, and journal article link. Each of those features is taken from its own journal articles, 

especially from metadata for the main information. Then for the features of sector, method, and algorithm are also 

used literature review with further analysis to make sure all the information is correct. The content of the dataset 

shown in Table II. 

From the dataset, it has also been evaluated that there is no duplication of data. But for missing values, there is 

some data that has null values. After further investigation, most of the missing values are found in the method and 

algorithm features. This is because the recommendation system problems are usually differentiated based on the 

method first. Meanwhile, other problems are directly differentiated based on the algorithm. Apart from the 

description of the data and evaluation of the data, visualizations of the distribution of the data using EDA were also 

carried out. The data distribution based on the year feature shown in Figure 4. 

TABLE II 

DATASET 

 

 

Fig. 4. Year distribution 
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Based on Figure 4, it could be seen that most of the journal articles were taken from 2019. The number of journal 

articles taken from 2019 was 17 journal articles. Then followed by journal articles from 2018 with 15 journal 

articles, and journal articles from 2020 and 2022 with a total of 14 journal articles. From Figure 4, it could also be 

seen that there are no journal articles originating from outside the specified year, that’s from 2013 to 2023. Even 

so, there’s no journal article from 2023. This happened because the data was taken around February 2023 which is 

still in the first second month of the year.  However, it could be seen that most of the journal articles taken were 

from the last five years, so it could be said that the journal articles are still new and feasible to use. 

C. Data Preparation 

To prepare the data, several steps were carried out here. The first step was to create an index feature to assign 

an ID to each data starting from 1 to 100. After that, we then created approach feature. This feature is a combination 

of method and algorithm features. Because the method and algorithm features are no longer used, these two features 

were removed. After that, some writing changes were made using regex, such as changing spaces to underscores. 

Then the unused features are deleted and only the features that would be used for modeling are left. This aims to 

save time and memory so that it is faster in execution. The features used for modeling are index, title, and approach. 

Features title and approach will help users to get recommendations based on its approach which is usually 

mentioned on the title. The approach feature is specially made to make sure each journal article was classified into 

the correct method and algorithm so that it can help users to find the relevant journal articles easily. The final 

dataset information shown in Figure 5. 

 

Fig. 5. Final dataset information 

D. Modelling 

As explained in the previous discussion, the modeling here used two algorithms, thay are TF-IDF and Cosine 

Similarity. The  detail in those two algorithms are explained in the following discussion: 

 

11) TF-IDF 

 

Fig. 6. TF-IDF algorithm 

12) To call the TF-IDF algorithm, only needs to use the Tfidfvectorizer which is a library from Scikit-learn. 

This library is used in the feature approach because this feature is used as a user choice. After entering these features 

into tfidf.fit, the next step is to do a fit_transform which aims to learn vocabulary. Then it could be seen that 

tfidf_matrix.shape showed the results (100, 69) which means the table consists of 100 rows and 69 columns. What 
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is meant by 100 rows is a dataset consisting of 100 data or 100 different journal articles. While 69 are all columns 

in the journal articles, which means there are 69 different combinations of approaches. 

 

13) Cosine Similarity 

 
Fig. 7. Cosine Similarity algorithm 

14) After using the TF-IDF algorithm, the next step is to use the Cosine Similarity algorithm. Cosine Similarity 

used on the tfidf_matrix variable which is data from the approach features that have been processed using the 

Tfidfvectorizer. The results of Cosine Similarity are displayed in the form of an array. 

15) To display recommendations, a function needs to be created that can take user input and display 

recommendations that are considered relevant. In this case, the user must enter input according to the existing 

approach in the dataset. The total number of recommendations given is limited to 5. This is because of the limited 

number of datasets owned. An example of the recommendation results shown in Figure 8. 

 

Fig. 8. Recommendation result 

E. Evaluation 

 

Fig. 9. Evaluation result 

The evaluation is carried out on the five most widely used approaches, that are K-Means, Naive Bayes, K-

Nearest Neighbor, Multiple Linear Regression, and Linear Regression. Each approach generated five 

recommendations, with the system providing journal article titles as suggestions. Subsequently, an evaluation is 

conducted to determine the relevance of each recommendation, employing an evaluation matrix to quantify 

performance. This comprehensive analysis not only measures the effectiveness of individual recommendations but 

also offers insights into the overall performance of each approach. The results of the evaluation are shown in Table 

III. 
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TABLE III 

EVALUATION RESULT 

Approach True Positive Precision 

K-Means 4 80% 

Naive Bayes 4 80% 

K-Nearest Neighbor 3 60% 

Multiple Linear Regression 4 80% 

Linear Regression 4 80% 

 

 

From Table III, it could be seen that as many as four evaluations gave precision scores of 80% and the remaining 

one is 60%. The average is 76%. It showed that precision has quite good results. Even so, evaluation couldn’t be 

carried out on several approaches because of the small number of datasets which made the system unable to provide 

enough recommendations. If testing is carried out on all approaches, it is possible to produce poor performance and 

even get errors.  

F. Deployment 

One of the literature reviews stated that 17 out of 24 studies didn’t include the deployment stage [18]. The 

reason is that the number of false positives should be as little as possible, models with poor performance shouldn’t 

be implemented and some say that deployment will be carried out later. Meanwhile, the other 7 studies still include 

the deployment stage with only 3 studies producing new products. While the rest only describe the results of the 

research and some aren’t too technical. Based on that literature, the model here won’t be implemented at the 

deployment stage because the model couldn't be used properly in some data. As the model couldn't be used at this 

stage, then at the deployment stage it only comes to making decisions and producing output in the form of a research 

article so that it can be shared to others.  

 

V. CONCLUSION 

Based on the results and discussion that has been presented, it could be concluded that the performance of the 

Content Based Filtering method using algorithms TF-IDF and Cosine Similarity in providing machine learning 

journal recommendations showed a score of 76%, which means the result is quite good. However, this performance 

only applied to a few widely used approaches. This happens because there are many variations of the approach 

without being accompanied by a large amount of data. For that reason, recommendations given are also limited 

which results in models that couldn't be used directly on the deployment. In future research, it is crucial for 

researchers to curate more comprehensive datasets, encompassing both a larger total number and diverse data 

groups per feature. Additionally, researchers can explore alternative machine learning approaches, such as hybrid 

recommender systems or delving into deep learning methods so that it can enhance the recommendation model's 

versatility and applicability. 
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